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• You can find the extended version of this 
presentation at

– http://www.nttv6.jp/~miyakawa/IETF72/



Most conservative access model changes
- introducing “Carrier-Grade NAT” -
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It looks v6 is not needed ?

• Please do not feel safe. CGN (and any other carrier-
grade NAT scheme) has serious restrictions.

• IPv6 is needed !
• Each customer can have only some “limited” numbers 

of sessions simultaneously.
– How many ? Let say… 50 ? 30 ? Because “port number” is 

just 2bytes which means 64K
– For example, if 2000 customer shares same Global IPv4 

address (please note that this is just for example), only 25 
or 30 so sessions can be used by each customer at the 
worst case.

• Which means that:



Max 30 Connections



Max 20 Connections



Max 15 Connections



Max 10 Connections



Max 5 Connections



So, We DO NEED IPv6



Examples of # of concurrent sessions

Webpage # of sessions

No operation 5～10

Yahoo top page 10～20

Google image search 30～60

Nico Nico Douga 50～80

OCN photo friend 170～200+

iTunes 230～270

iGoogle 80～100

Rakuten 50～60

Amazon 90

HMV 100

YouTube 90



In real world

• According to our observations, about 500 
sessions are average numbers of concurrent 
sessions per users.

• To be more realistic, only 8 users per 1 single 
global IPv4 address is a good ratio to use CGN



Carrier-Grade NAT

• Scalability
– >10K users (or contracts)
– 100s of TCP sessions per user (or contract)

• Maximum Transparency is desired
– Like “ideal” SOHO Router, there should be no barrier 

for application
– So call “Full-CONE” + “Hairpinning” is ideal
– Different from NAT for Enterprise
– draft-nishitani-cgn-00.txt

• Will be presented at SOFTWIRE and BEHAVE WG.

• High Availability



Transition Scenario

• One possible transition scenario from v4 only 
to dual stack to v4/v6 will be showed

• I think this is the most conservative and step-
by-step 



Simple concept

• Customer can be converted one by one

• Customer do not need to purchase any 
hardware until some stage of conversion

– Especially he/she uses XP, Vista, Leopard, Linux or 
BSD

• IPv6 will be main stream eventually

• IPv4 will be for backward compatibility



At the beginning: Global v4 only service
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Dual Stack backbone (it’s easy)
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Introducing CGN
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Introducing Softwire (v6 over v4 L2TP)
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Softwire termination on CPE router
looks tricky but in-expensive

Internet (v4/v6)

Nationwide / International  Back bone (v4/v6)

EBGP Router

Access 
Concentrator (v4)

CPE Router (v4 NAT 
/v6  softwire)

End Host
(v4/v6)

RFC1918 Based Private address
(typically 192.168.0.0/24)LAN

One Private IPv4 address 
From New “Private”  space

ADSL,FTTH,etc.

Carrier Grade NAT SOFTWIRE
Concentrator

SOFTWIRE Client
(v6 over v4 L2TP)

Delegated IPv6 prefix



Native IPv6 service but CPE router is not ready 
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Replace CPE router to IPv6 compatible 
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Pure v6 world
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We will do

• Actually, NTT group already has commercialized 
walled garden IPv6 service for VoIP, IPTV and so 
on for 5+ millions of customers

• We are now constructing a beta testing ISP facility 
for complete dual stack with CGN environment in 
a data center in down town Tokyo

• Our new service with CGN is planned to start by 
year 2010 Spring

• We are really happy if we could help ISPs 
especially in Asia Pacific area (but not limited to) 
that will be facing same problems



Enterprises

• We already have some requests from ASPs, 
usual enterprises, governmental organizations 
and schools for IPv6 deployment support 
especially for their out side system like web 
and E-mails first

• Eventually, their internal system will follow 



These are important things to be 
considered

• We think that we still need
– Simple security scheme for IPv6 should be nailed down

• draft-ietf-v6ops-cpe-simple-security-02

– New “private” address space allocation for carrier / 
provider access network behind CGN
• draft-shirasaki-isp-shared-addr-00.txt

– And some more…

• Also we need implementations
– IPv6 DNS deployment should be more popular
– MPLS support
– Firewall
– Load Balancer


